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Goal

I Using AI to solve high-dimensional dynamic economic models.

I Solving (1) lifetime reward, (2) Bellman equation and (3) Euler
equation.

I Introduce all-in-one integration technique that makes the stochastic
gradient unbiased for the constructed objective functions.

Conceptually, you have seen this before: Use deep neural networks as
an approximating functions, and alleviate the curse of dimensionality.
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Strategy for solving these high dimensional models

I Defining an objective (loss) function to be minimized.

I Adapting a stochastic gradient descent method to train the
constructed objective functions.

I Introducing integration methods that are suitable for the constructed
objective functions in the context of deep learning based simulation.
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Learning: Set up

I {xi, yi}ni=1 (iid) is observed, xi ∈ Rdx , yi ∈ Rdy .

I The goal of the machine(or sometimes the econometrician): finding a
function φ : Rdx → Rdy that provides the best prediction, given
{xi, yi} is observed.

I (Depends on who you ask) a parametric family of functions
{φ(., θ)|θ ∈ Rdθ}.

I We need a loss function to minimize to find the best φ(., θ).
l : Rdx × Rdy × Rdθ → R

I Define expected risk as:

Ξ(θ) ≡
∫
l
(
φ(x; θ), y

)
dP (x, y)

Not feasible!
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Learning : Set up

I Ξn(θ) ≡ 1
n

∑n
i=1 l

(
φ(xi; θ), yi

)
Problem:

θmin = argminθ∈ΘΞn(θ). (1)

I Then y = φ(x; θmin).

I OLS: φ(x; θ) = θx, l(φ(x; θ), y) = (y − θx)2.

I This is called supervised learning because for each data point xi, the
machine is given correct output yi to check its prediction φ(xi, θ).

I Not good for a computational economist, we dont get to see the
correct yi (think of φ as a policy function).

I w ≡ (x, y),

Ξ(θ) = Ew
[
ξ(w; θ)

]
→ 1

n

n∑
i=1

ξ(wi; θ). (2)
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Parametric family of functions: Multi-layer neural nets

A neural network consists of connected nodes, called artificial neurons. An
artificial neuron consists of

I An ith input (a received signal) (xi,0, ..., xi,n), xi,0 = 1 by conventions

I Weighting an input bat parameters θ = (θ0, ..., θn) ∈ Rn+1

(non-activated output)

I Sends an activated output ∈ R: τ(θ′x). τ is called an activation
function:

1. Sigmoid : τ(x) = 1
1+e−x

2. Heaviside: τ(x) = 1(x ≥ 0)
3. relu : τ(x) = max{0, x}
4. leaky relu : τ(x) = max{κx, x}, κ ≤ 0
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A simple artificial neuron
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Training a neural net

Assume {xi, yi}ni=1 = {wi}ni=1 is observed. Define:

Ξn
′
(θ) =

1

n′

n′∑
i=1

ξ(wi; θ), n
′ ≤ n (3)

Batch Gradient Descent: Choose an initial θ0

θk+1 = θk − λk∇θΞn
′
(θk). (4)

What is λ? Think of Newton-Raphson’s method: We want to avoid the
inverse of the Hessian.
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Training a neural net: Summary
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The economic problem of interest

Problem:

I Exogenous state in Rnm : mt+1 = M(mt, εt)

I Endogenous state in R: st+1 = S(mt, st, xt,mt+1)

I Choice variable xt ∈ Rnx : xt ∈ X(mt, st)

I Period reward function: r(mt, st, xt)

I Agents problem:

min
{xt,st+1}∞t=0

E0

[ ∞∑
t=0

βtr
(
mt, st, xt

)]
(5)

I Policy function: xt = ψ(mt, st) ∈ X(mt, st)

I Approximating the policy function: φ(., θ)
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Consumption-saving problem with four shocks

Problem:

I Agent’s problem:

min
{xt,st+1}∞t=0

E0

[ ∞∑
t=0

βteχtu(ct)

]
s.t. wt+1 = re%t(wt − ct) + eytept(1−µ)

ct ≤ wt

(6)

I zt ∈ {y, p, %, χ}:

zj,t+1 = ρjzj,t + σjεj,t, and εj,t ∼ N (0, 1).

I KKT:
c− w ≤ 0, h ≥ 0, and (c− w)h = 0.

h ≡ u′(c)eχ−% − βrEε
[
u′(c′)eχ

′]
, ct
wt
≡ ζt = σ

(
ζ0 + φ(zt, wt; θ)).

12 / 16



Consumption-saving problem: Focusing on Euler equation

Problem:

I Fischer-Burmeister function : ΨFB = a+ b−
√
a2 + b2

I ω ≡ (z, w), the objective (loss, risk) function:

Ξ(θ) = Eω
[
ξ(ω, θ)

]
≡ Eω

[
ΨFB

(
w − c, u′(c)− βre%Eε[u′(c′)]

)]2

(7)
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Training results
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Training results: Decision Rule
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Conclusion

Problem:

I No!

I Maybe it is the time to move from model-specific methods to
general-purpose AI technologies?

I In the paper, we propose one AI technology that makes economic
models tractable: a deep learning method based on Monte Carlo
simulation.

I No free lunch theorem: There’s no such thing as a free lunch, unless
you skip your dinner;)
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